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Abstract

The goal of this work is realistic action localization in
video with the aid of spatio-temporal proposals. Current
proposal generation methods are computationally demand-
ing and are not practical for large-scale datasets. The main
contribution of this work is a novel and fast alternative.
Our method uses spatio-temporal gradient computations, a
generalization of BING to the temporal domainleading to
BING3D. The method is orders of magnitude faster than
current methods and performs on par or above the localiza-
tion accuracy of current proposals on the UCF sports and
MSR-II datasets. Furthermore, due to our efficiency, we are
the first to report action localization results on the large
and challenging UCF 101 dataset. Another contribution
of this work is our Apenheul case study, where we created
and tested our proposals performance on a novel and chal-
lenging dataset. The Apenheul dataset is large-scale, as it
contains full high definition videos, featuring gorillas in a
natural environment, with uncontrolled background, light-
ing conditions and quality.

1. Introduction

Action localization (1) deals with unraveling when,
where and what happens in a video. In this work we pro-
pose a method for action localization using spatio-temporal
proposals, which is fast and achieves state-of-the-art results.
The naive approach to action localization is using a sliding
sub-volume, which is the 3D extension of the sliding win-
dow approach for static images. While effective for static
images [15], when dealing with videos sliding window ap-
proaches become computationally intractable even for mod-
est sized videos.

More recent methods for action localization [10, 20, 30]
are proposals based. This is inspired by successful object-
proposals methods in static images [, 4, 19, 29]. Proposal
based methods first reduce the search space to a small set
of spatio-temporal tubes, with high likelihood to contain an
action. Compared to sliding-subvolume approaches, such
as [12, 24, 26], proposals for action localization are more
efficient and allow using bigger datasets. Another advan-
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Figure 1. Action localization aims to find where, when and what
action is taking place in a video. The red tubelet is the ground
truth, the blue cuboid is our best proposal. The action label indi-
cates what action is taking place.

tage of proposal based methods is that the small number
of proposals that has to be classified makes it possible to
use more computationally expensive features and more ad-
vanced classifiers, that would be impractical otherwise, to
achieve state-of-the-art localization accuracy.

Current action proposal algorithms are based on dense
trajectories [30] or use video segmentation [10, 20] to gen-
erate the action proposals. Segmentation is computational
expensive, and takes several minutes for a modest video of
720x400 video of 55 frames [20, 35] and can take days for
a realistic full HD video. The computational demands of
segmentation based action proposals are not practical for
large-scale video processing. This is the main motivation
for creating a fast large-scale action localization method.

In this work, we present BING3D, a generalization of
BING [4] from image to video for high speed 3D propos-
als, in which we use spatio-temporal video gradients instead
of video segmentation. We chose BING because of its im-
pressive speed and small number of quality object propos-
als. The strength of BING’s efficiency lies in simple gra-
dient features and an approximation method for fast pro-
posal selection. We generalize to the temporal domain by
adding temporal features, and a spatio-temporal approxima-
tion method leading to BING3D.



BING3D is orders of magnitude faster than current meth-
ods and performs on par or above the localization accuracy
of current proposals on benchmark datasets.

section 2 gives a short review of the related research in
the field. The method is described and explained in section
3. We present the experimental setup, as well as experi-
ments results and analysis in section 4. Finally we conclude
our work in section 5.

2. Related Work

Several action localization methods apply an action clas-
sifier directly on the video. Examples include sliding 3D
subvolume methods like spatio-temporal template match-
ing [24], a 3D boosting cascade [12] and spatio-temporal
deformable 3D parts [26]. Other methods maximize a
temporal classification path of 2D boxes through static
frames [27, 28] or search for the optimal classification result
with a branch and bound scheme [36]. The benefit is that
these methods do not require an intermediate representation
and directly apply a classifier to densely sampled parts of
the video. The disadvantage of such methods, however, is
that they have to perform the same dense sampling for each
individual action class separately. Due to the computational
complexity of the sampling, this is impractical for larger
numbers of action classes. Instead, we use spatio-temporal
proposals to first generate a small set of bounding-box tubes
that are likely to contain any type of action.

Current spatio-temporal proposals are inspired by 2D
object proposals in static images. A version of object-
ness [1] is extened to video [2], selective search [29] led
to tubelets from motion [10] and randomized Prim [19]
was generalized to a spatio-temporal variant [20]. Several
2D object proposal methods and their 3D generalizations
are based on a super-pixel segmentation pre-processing
step [1, 2, 10, 14, 19, 20, 29] which we argue is compu-
tationally too demanding for large scale video processing.
Other 2D proposal methods such as edge boxes [38] use
edge-detection and BING [4] uses gradient computation as
pre-processing steps. Since gradients are the fastest to com-
pute we propose a 3D extension of BING for large-scale
spatio-temporal action proposals. To avoid the expensive
pre-processing step altogether, we also propose a method of
generating proposals without any pre-processing. This sec-
ond method generates proposals from the local features as
required later on by the action classifier.

Local features provide a solid base for action recognition
and action localization. Points are sampled at salient spatio-
temporal locations [0, 17], densely [25, 34] or along dense
trajectories [31, 33]. The points are represented by pow-
erful local descriptors [18, 13, 5] that are robust to modest
changes in motion and in appearance. Robustness to camera
motion is either directly modeled from the video [9, 33] or
dealt with at the feature level by the MBH descriptor [5, 31].

After aggregating local descriptors in a global video repre-
sentation such as VLAD [9] or Fisher [21, 22, 33] they are
input to a classifier like SVM. Due to the excellent perfor-
mance of dense trajectory features [31, 33] in action local-
ization [10], we adopt them as our feature representation
throughout this paper.

3. Method

The generation of action proposals is done using
BING3D, our extension of the BING [4] algorithm from
static images to videos. BING stands for *Blnariazed Nor-
malized Gradient’, as it is based on image gradient as its
basic features. Image derivatives, as well as their three-
dimensional extension for videos, are simple features that
can be computed efficiently. It has been shown that ob-
jects tend to have well-defined object boundaries [4], that
are captured correctly by the spatial derivatives magnitude.
Adding the temporal derivative to the gradient is imperative
to capture the temporal extent of an action.

3.1.NG3D

We use normalized video gradients (referred to as
NG3D) as the base to our features. The gradient of video
v is defined by the partial derivatives of each dimension
|Vo| = |(vg,vy,v:)T|, where vy, v,,v, are the partial
derivative of the x, y, z axes respectively. The partial deriva-
tives are efficiently computed by convolving the video v
with a 1D mask [-1 O 1], which is an approximation of
the Gaussian derivative, in each dimension separately. For
each pixel the gradient magnitude is computed and then
clipped at 255 to fit the value in a byte, as min(|v,| +
|vy| + |v-|,255). The final feature vector is the L; nor-
malized, concatenated gradient magnitudes of a pixel block.
The shape of the pixel block is 8x8 spatially, so it fits in a
single int64 variable, which allow for easy use of bitwise
operations, and we vary the temporal depth of the feature D
resulting in a 8 X 8 x D block. In section 4 we evaluate the
performance when varying the temporal depth D.

Figure 2 illustrates the NG3D features. The top row
is showing a sequence of random frames from one of the
training videos. The red boxes are random boxes of non-
action, while the green boxes cover a Running action. The
bottom boxes illustrate the spatio-temporal NG3D features
of the boxes drawn on top. The action is described with
D = 4 temporal layers on NG3D feature, while random
blocks from the same video do not display a similar pattern
illustrating that the NG3D feature can be used for discrimi-
nating actions from non-actions.

In order to generate diverse proposals in terms of width,
height and length, we first resize our videos to a set of pre-
defined scales (1/2, 1/4, 1/8, 1/16, 1/32), using trilinear in-
terpolation.




Figure 2. Visualization of 3D Normalized Gradients (NG3D). Top:
The red boxes are on non-action parts in the video, the green box
covers a Running action. Bottom: visualisation of the spatio-
temporal NG3D features in the red and green boxes from the top
in 8 x 8 spatial resolution and D = 4 temporal frames. The ac-
tion is clearly described with NG3D feature, while random blocks
from the same video do not display a similar pattern illustrating
that the NG3D feature can be used for discriminating actions from
non-actions.

3.2. BING3D

To compute BING3D, we learn a classifier model, com-
pute its approximation and then binarize the NG3D features
to what we call BING3D. The computed features and ap-
proximated model are used to compute proposal scores.

Learning a classifier model The positive samples in the
train set are approximations of the ground truth tracks. Each
track is enlarged to a cuboid and then resized with different
scales. Cuboids that overlap more than a threshold (0.25)
with the ground truth cuboid are used as positive samples.
The negative samples are random cusboids that do ot over-
lap with any gt track. We use linear SVM to learn model
w.

Approximate model Efficient proposal classification is
achieved by approximating the SVM model w in a binary
embedding [4, 8] which allows fast bitwise operations in
the evaluation. The learned model w € R3*#* P is approx-
imated by a set of binary basis vectors a € {—1,1}%*® and
their coefficients 5 € R. The approximation becomes

w
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In section 4 we evaluate the quality of the approximation
with different number of components N,,. Pseudo code for
computing the binary embedding is given in algorithm 1.

Generating BING3D features In addition to the approx-
imation of the model, we also approximate the normed gra-
dient values using the top N, binary bits of the BYTE val-
ues. Thus, each dimension of the NG3D feature g; can be

Algorithm 1 Binary approximation of w
Input: w, N,,, D
Output: {{5;;};2 32, {{ai;} 212,
fori=1to D do
E=W;
for j = 1to N, do
a;; = sign(e)
Bij = (aij,€)/llayl]?
g€ — Bij a;;
end for
end for

approximated by N, binarized normed gradient features as:

Ny

g=> 25 "by, )
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where | = (i,x,vy, 2) is the scale and location of the fea-
ture. The 8 x 8 x D patches of approximated gradient are
the BING3D features. As with the approximation of w, we
approximate each temporal slice independently. We use the
fast algorithm proposed in [4], and presented in algorithm
2 to compute the 8 x 8 feature for each of the D temporal
slices. Thanks to the cumulative relation between adjacent
BING3D features and their last rows, we can avoid loop-
ing over the 8 x 8 region, by using BITWISE SHIFT and
BITWISE OR operations.

Algorithm 2 BING [4] algorithm to compute BING fea-
tures for W x H positions

Input: binary normed gradient map by x
Output: BING feature matrix byy « i
Initialize: byy g =0, rywxg =0
for each position (z, y) in scan-line order do
Toy = (Tom1y < 1) | Doy
bey = (bay—1 <8) | roy
end for

Proposals Generation The proposal generation process
involves computing an approximated classifier score (or
"proposal score’) s; for each scale and location in the video
and then choosing only the top scored proposals.

The approximated classifier score is defined as

s1=(w, q1) 3)
and can be efficiently tested using:
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We use non-maximum suppression to reduce the number
of proposals according to their proposal score.



3.3. Action Localization

We use the state-of-art descriptors computed along im-
proved dense trajectory [33]. To represent a proposal, we
aggregate all the visual words corresponding to the trajec-
tories that fall inside of it. For training, we use a one-vs-rest
linear SVM classifier.

4. Experiments
4.1. Datasets

We evaluate on three diverse datasets for action local-
ization: UCF Sports, UCF 101 and MSR-II. UCF Sports
consists of 150 videos extracted from sports broadcasts of
varying resolution; it is trimmed to contain a single action
in all frames. UCF101 is collected from YouTube and has
101 action categories where 24 of them contain localization
annotations, corresponding to 3,204 videos. All UCF101
videos contain exactly one action', most of them (74.6%)
are trimmed to fit the action. In contrast, the MSR-II Ac-
tion dataset consists of 203 actions in 54 videos where each
video has multiple actions of three classes. The actions
are performed in a crowded environment with ample back-
ground movement. The MSR-II videos are relatively long,
on average 763 frames, and the videos are untrimmed.

4.2. Experimental Setup

For all experiments in this section we use a train-test split
and state results obtained on the test set. For UCF Sports
and UCF 101 we use the standard split, and for MSR-II
a random split of 50% train and 50% test videos. Since
UCF-sports and UCF 101 are trimmed, BING3D outputs
full length proposals for them. Both in BING3D and in the
localization training, we set the positive samples threshold
to 0.25 in all experiments. We used liblinear [7] everywhere
SVM is used, and the SVM parameter is set using cross
validation. We used default parameters in the extraction of
the improved dense trajectories. For the Fisher encoding,
we always reduced descriptors’ dimensionality to half, as
suggested in [32].

In the experiments and evaluation of the algorithm we
used three benchmark action localization datasets, namely
UCF Sports, UCF 101 and MSR-II

We used different methods to quantify the performance
of our algorithms. For the proposals quality evaluation we
used the ABO, MABO and Best Overlap recall measures,
as explained in more details next. The action localization is
evaluated using average precision and AUC.

The proposal quality of a proposal P with a ground
truth tube G is evaluated with spatio-temporal tube over-
lap measured as the average “intersection-over-union” score
for 2D boxes for all frames where there is either a ground

'We used the first annotated “person” in the XML file.

truth box or a proposal box. More formally, for a video
V of F frames, a tube of bounding boxes is given by
(B1, Bs,...Bp), where By = (), if there is no action ¢ in
frame f, ¢ is the set of frames where at least one of G' ¢, Py
is not empty. The localization score between G and P is
L(G,P) = {5 ¥ res Goor

The Average Best Overlap (ABO) score is computed by
averaging the localization score of the best proposal for
each ground truth action. The Mean Average Best Over-
lap (MABO) is the mean of the per class ABO score. The
recall is the percentage of ground truth actions with best
overlap score over a threshold. It is is worth mentioning
that although other papers often use 0.2 as the threshold, we
chose to use stricter criteria, thus unless stated otherwise we
report recall with a 0.5 threshold.

The localization performance is measured in means of
average precision (AP) and mean average precision (mAP).
To compute average precision, the proposals are sorted ac-
cording to their classification score. A proposal is consid-
ered relevant if its label is predicted correctly and its over-
lap score with the ground truth tubelet is over a threshold.
We present plots of AP and mAP scores for different over-
lap thresholds. For comparability with previous works , we
also provide AUC plot, computed as in [16].

4.3. Experiments

Effect of NG3D feature depth (D). We vary the tempo-
ral NG3D feature depth D € {1,2,4, 8,16} while keep-
ing N,, = 4 fixed, see 1. In 3 (left) we report the average
time per video in seconds where higher D values are slower.
Next, we show the effect on the recall in 4 (left). The fea-
ture depth does not matter much for UCF-Sports and UCF
101. Even disregarding the temporal scale, D = 1, works
well which is due to the trimmed nature of these datasets.
For untrimmed MSR-II, where temporal localization is re-
quired, the best performance is obtained by higher D, which
illustrates the need for temporal modeling in untrimmed
videos.

Effect of model approximation (V,,). We vary N,, €
{2,4, 8,16} while clamping D to the best value (4 for UCF-
Sports, UCF-101, 8 for MSR-II). In 3 (right) we report the
average time per video in seconds, showing that N,, has
barely any effect on the computation time. The effect on
recall is illustrated in 4 (right). The approximation qual-
ity does not effect accuracy for trimmed UCF-Sports and
UCF 101 where even N,, = 2 components works well. For
untrimmed MSR-II more than 2 components are needed,
and N,, = 16 components is too much, which may re-
interpret IV, as a regularization parameter.

Cross-dataset model transfer Recently it was suggested
that the supervision in the original BING is not crucial to
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Figure 3. Evaluating BING3D parameters D (left) and N, (right)
on computation time (s). The feature depth has a strong impact on
the generation time.
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Figure 4. Evaluating BING3D parameters D (left) and N,, (right)
on recall. The untrimmed MSR-II dataset is the most sensitive to
parameter variations, illustrating the need for temporal modeling.

Recall for cross dataset training

UCF Sports

UCF101

Tested on

MSR-II

UCF Sports UCF101 MSR-II KTH
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Figure 5. Cross dataset training a model on set A, and applying it
on set B. Note the robustness on UCF-Sports and UCF101. The
untrimmed MSR-II set is sensitive to model variations.

its success [37]. To test how this affects BING3D we eval-
uate the quality of the learned model w by training on one
dataset, and evaluation on another dataset. For training, we
include the spatio-temporal annotations of the KTH dataset
[11], KTH is commonly used as a train set for MSR-II [10].
We show cross-dataset results in 5. For UCF Sports and
UCEF 101 the results are similar for all models. For MSR-
II however, the model learned on the untrimmed MSR-II
and KTH sets outperforms models trained on the trimmed
datasets. We conclude that for trimmed videos the model
has limited influence, yet, for untrimmed videos a model
trained on untrimmed data is essential.

Qualitative analysis To get a better understanding of the
strengths and weaknesses of BING3D, we analyze success

/-

Overlap: 0.87 Overlap: 0.12
Figure 6. UCF Sports: visualization of best overlap proposals with

highest and lowest overlap score.

and failure cases for each dataset. We visualize below the
ground truth tracks with highest and lowest best overlap
score. In all the figures the blue cuboid illustrates the pro-
posal and the red one the ground truth. The overlap score is
stated under each figure.

The highest scored proposal for UCF Sports is from the
Lifting class (figure 6 left). This class is characterized by
cuboid ground truth annotations which makes it easier on
BING3D to generate quality proposals. The lowest scored
proposal (figure 6 right) is from the running class. Here we
can see the weak point of generating only cuboids and not
tubelets. Even though the proposal captures almost all of
the action range (which can be seen by the fact that most
of the ground truth tubelet is inside the proposal cuboid),
the overlap score is low, because per frame there is a big
difference in the bounding boxes sizes between the proposal
and the ground truth.

Figure 7 shows proposals for UCF 101. On the left,
Biking action has Large bounding boxes that fit nicely in
a cuboid, thus yielding high scored best proposal. On the
right we encounter again the disadvantage of generating
only cuboid proposals. Whenever an action contains large
movements within the frame, the overlap scores are drop-
ping. There are a few other ground truth tubelets with low
overlap scores that were not visualized because they are too
short (up to 20 frames), thus making the visualization un-
clear. Since we treated UCF 101 as a trimmed dataset, all
proposals were generated with full video length and there-
fore for the few untrimmed videos, we get low overlap
scores.

For MSR-II the big challenge is the temporal localiza-
tion. The highest scored proposal is demonstrating impres-
sive success, from a video with length of 907 frames, the
temporal localization is only 4% off (126 common frames
between the proposal and the ground truth, out of shared
length of 131 frames, when the length of the ground truth
tubelet is 129 frames). Encouraging results are that even
for the lowest scored proposal (figure 8 right) the tempo-
ral localization is relatively good. 21 out of 32 frames are
shared. The bad performance in this case might be again



Overlap: 0.81 Overlap: 0.05
Figure 7. UCF 101: visualization of best overlap proposals with
highest and lowest overlap score.

Overlap: 0.84
Figure 8. MSR-II: visualization of best overlap proposals with
highest and lowest overlap score.

Overlap: 0.29

Computation time (s)
Pre-processing  Generation  Total

Prim3D 840 38 878
Tubelets 185 59 244
BING3D 1 0.6 2

Table 1. Computation times for pre-processing, proposal genera-
tion, and their combined total on a 400x720 video of 55 frames
with 12,852 trajectories. Note the speedup of our proposals.

due to the short ground truth track. With average length of
320 frames per action, BING3D learns to generate longer
proposal cuboids, thus failing to fit the outlier ground truth
track temporally.

Versus state of the art In this section compare BING3D
versus other action localization methods. The methods we
compare to are the Tubelets method by Jain et al. [10] and
Prim3D by Oneata et al. [20], for both of which we got
the raw proposals, and computed all the evaluation metrics
ourselves, so to have a fair comparison.

First of all, we compare the computation time of
BING3D versus other methods. The strongest point of
BINGS3D is its fast speed, orders of magnitude faster than
other methods, as can be seen in table 1. We compare the
processing time for one video from the UCF Sports dataset,
for which we have timing results from the other methods.
Our timing was measured on a single core, 2.93 Ghz Intel
Xeon processor.

ABO MABO Recall #Proposals
UCEF Sports
Prim3D 51.83 50.89  57.79 3,000
Tubelets 6341 62.71 78.72 1,642
BING3D 51.84 51.76  66.00 300
UCF 101
BING3D 43.10 4280 38.17 1,700
MSR-1I
Tubelets 34.88  34.81 2.96 4,218
BING3D 4756 47.54 41.38 14,500

Table 2. Summary of our BING3D method performance, com-
pared with other methods when available. While our performance
is lower than Tubelets for UCF Sports, we still outperform Prim3D
in all metrics. Note that we still perform well with 5 times less
proposals. We significantly outperform Tubelets on MSR-II.
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Figure 9. Recall per threshold results for three benchmarks, com-
paring to other methods when applicable.

Next, we compare the performance with three evalua-
tion metrics (ABO, MABO and recall), for the three bench-
marks. We also state the number of proposals each method
generated. Note that the number of proposals generated by
BING3D is significantly lower. For UCF Sports our per-
formance is lower than that of Tubelets, but we still outper-
form Prim3D in all metrics. Note that we still perform well
with 10 to 15 times less proposals. UCF 101 does not have
any previously reported results to compare to, and on MSR-
IT we significantly outperform Tubelets with about half the
number of proposals. It is also important to remember that
since BING3D outputs cuboids and not tubelets as the other
methods, its performance is bounded.

Figure 9 shows the recall for different overlap thresh-
olds on all datasets. As mentioned before we can see that
BING3D is dominated by Tubelets for UCF Sports. We
can also see that even though BING3D performs better than
Prim3D for low thresholds (up to 0.5), it actually degrades
for higher thresholds. Note that for the far more challenging
dataset of MSR-II, where the additional temporal segmenta-
tion and the presence of multiple actions per video enlarges
the search space a lot, BING3D still manages to maintain
a relatively low number of proposals, while achieving high
performance (over 98% for a 0.2 threshold, and over 41%
for a 0.5 threshold). Figure 10 states the recall per class.
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Figure 10. Per class recall results for three benchmarks, comparing
to other methods when applicable.
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Figure 11. UCF Sports, action localization results.

4.4. Action Localization

We experimented with different settings for action local-
ization, our results show that a combination of all the IDT
features performs best, aggregated by Fisher vectors with
K=128 Gaussian components, normalized using power nor-
malization followed by I, normalization as was done Per-
ronnin by et al. in [23].

Versus state of the art After the exhaustive parameter
evaluation we chose the best parameters for the experi-
ments on UCF 101 and MSR-II, these are allBefore fea-
tures, K = 128, power normalization and no LCE. We
present here the results, comparing to previous work when
possible.

Figure 11 shows the area under the ROC curve for vary-
ing overlap thresholds for UCF Sports, comparing BING3D
with Tubelets [10] from Jain et al., SDPM [26] from Tian et
al, and work of Lan et al. [16]. For the lower thresholds (up
to 0.4) BING3D outperforms the other methods, but it de-
grades fast for higher thresholds. This is a consequence of
the proposals quality, which also deteriorate for high thresh-
olds (the true positives are the proposals predicted correctly
and have overlap score over a threshold, so bad localization
induce low AUC value).

Since we can not compare results on UCF 101, we only
show our results. Figure 12 shows the classification re-
sults for UCF 101. On the left we see the mean average
precision for different overlap thresholds. On the right we
see the average precision per class (we follow [3] evalua-
tion criteria and use 1/8 threshold). We see a big variation
in classification results between the classes (SoccerJugling
and IcaDancing with average precision of 1, versus Skijet
and Surfing with average precision of 0.

UCF 101: mAP versus overlap threshold
1 UCF 101: AP per class (mean: 0.48)
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Figure 12. UCF 101 dataset, mean average precision per overlap
threshold (left) and average precision per class, for 1/8 threshold
(right). We can see big variation between the classes.

07 08 09 1 0 01 02 03 04 05 06 07 08 09 1
AP

Method Boxing Clapping Hand waving Average
Caoetal. 17.48 13.16 26.71 19.12
SDPM 38.86 23.91 44.70 35.82
Tubelets 46.00 3141 85.79 54.40
BING3D  42.86 29.77 94.73 55.79

Table 3. Average precisions for MSR-II

For MSR-II we have AP scores from three other meth-
ods, Tubelets [10], SPDM [26] and Cao et al. [3]. Table 3
shows AP for each of the three MSR-II classes, as well as
their average. For the Boxing and Clapping classes, we per-
form slightly lower than Tubelets, the former best scoring
method, while for the Hand waving class, we outperform it
by 9%, so on average (mAP score) we still outperform by a
bit over 1% over the previous best method.

5. Conclusions

We proposed a new method for spatio-temporal propos-
als as used for action localization. Our method is called
BING3D, as it is a 3D extension of the state-of-the-art
BING algorithm for object proposals in still images. The
main advantage of BING3D is its fast speed, two orders of
magnitude faster than competing methods, that is enabled
due to use of simple and fast to compute video features, and
a binarization method, that allows the use of quick bitwise
operations, in the proposal generation.

We tested BING3D on three benchmark action datasets,
and achieved results that are on par or above state-of-the-
art on both localization and classification. We presented a
thorough evaluation of the method parameters, as well as
quantitative and qualitative analysis. We experimented with
cross dataset model transfer, where we train our model on
one dataset and test it on another, and the results showed
that trimmed videos respond differently than untrimmed
videos, but within the groups (trimmed/untrimmed) model
transfer yields results on par with the model trained on the
tested dataset. Thus, training one good model can be suffi-
cient for proposal generation for different datasets.
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