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ABSTRACT
With the rise of the digital camera, people nowadays typi-
cally take several near-identical photos of the same scene to
maximize the chances of a good shot. This paper proposes a
user-friendly tool for exploring a personal photo gallery for
selecting or even creating the best shot of a scene between its
multiple alternatives. This functionality is realized through
a graphical user interface where the best viewpoint can be
selected from a generated panorama of the scene. Once the
viewpoint is selected, the user is able to go explore possi-
ble alternatives coming from the other images. Using this
tool, one can explore a photo gallery efficiently. Moreover,
additional compositions from other images are also possible.
With such additional compositions, one can go from a burst
of photographs to the single best one. Even funny compo-
sitions of images, where you can duplicate a person in the
same image, are possible with our proposed tool.

Categories and Subject Descriptors
H.4 [Information Systems Applications]: Miscellaneous;
H.1.2 [User/Machine Systems]: Human factors, Human
information processing; I.2.10 [Vision and Scene Under-
standing]: Image Analysis
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1. INTRODUCTION
The wide availability of digital cameras and the abun-

dance of storage space has altered the way that photos are
taken since the analog days. In the pre-digital era, a photo
was preferably taken only once to reduce film development
costs. This stands in contrast to modern days, where one
photo of a scene is never enough. To not miss the possi-
bility of a better shot, nowadays people take several, near-
identical, photos of the same scene.
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These near-identical photos represent the same semantic
event or scene and thus the final choice typically remains a
single image. The single best image could be the one where
everybody has their eyes open, has the best composition, or
where there is less unwanted artifact such as motion blur
or over-exposure. Several of these traits can be analyzed
quickly on the camera itself, however the final selection pro-
cess is often done at home, at a larger screen to appreciate
small detailed aesthetic differences that can make or break
a photograph.

Selecting the best image from multiple near-identical pho-
tographs is now typically done manually, by comparing all
image pairs. Hence, after a quick scan to remove the ob-
vious lesser quality images, a naive approach may require
N(N + 1)/2 operations to look at all image pairs, compar-
ing minute differences to evaluate photo composition and
image quality.

In this paper we present a system that helps the user
in the photo selection process. We have two contributions.
First, we help the user select the single best image by first
aligning all images and visualizing the differences. Second,
we allow the user to create completely new images by moving
difference-regions from one photograph to another.

2. RELATED WORK
A related study in [4] proposes that people would like to

make more than one photo of the same scene and hence,
albums contain a considerable amount of near duplicate im-
ages. They propose to detect those near duplicates automat-
ically. The study in [5] focuses on the activities of people
with photos. They investigate the patterns of how people
browse and search between photos. Another work on photo
grouping [15] proposes a home photo management tool. An
interface is also provided for easy browsing and searching.
Another study [13] automatically groups photos from a sin-
gle event into smaller selection of photos. The work in [14]
focuses on a different aspect in organizing photos. They
investigates the problem of matching images with different
viewpoint, light and scale properties. The related work re-
garding selection of photos from a photo gallery mainly fo-
cuses on detecting similar or duplicate photos. In our pro-
posed method, we also incorporate such a functionality but
further extend it by providing an interface to actually create
new compositions from the available images.

In order to merge different images, complete or remove
some parts in a seamless fashion, we use the Poisson Image
Editing Method [12]. This method requires a manually cre-
ated foreground mask to merge the source and target image.



Other work addresses scene completion by using other im-
ages in an automatic manner [3]. The authors use manual
selection of an image patch for automatic completion from
a dataset of internet images. Training-set free inpainting
methods focus on removing object patches; however they
fill the removed region using the local information from the
image itself [6, 17].

For the image alignment step we have used an affine trans-
formation estimation between the images. This is a weak ge-
ometry transformation where plane models are well-preserved
for viewpoint changes. For aligning images for harder con-
straints, we could also used more advanced methods as in [8,
9]. However computational complexity and performance of
these methods makes them impractical in a responsive user
interface.

3. PHOTO SELECTION
In order to create a interactive framework for selecting

and/or creating a best composition of multiple shots of a
scene, we developed a graphical user interface. In the design
of the graphical interface, the main intention was to keep the
interaction easy and intuitive.

In our photo selection tool, users start by selecting mul-
tiple photos of the same scene. Alternatively, the image
folder can be input; and our system selects and groups the
photos from the same scene. This is basically performed
with a three channel color histogram comparison between
the images in the folder and grouped by a similarity metric
using a predefined threshold. In the image selection step,
we have included an automatic image quality rating mod-
ule. This module is useful for discarding the photos that
are blurry or out of focus [7, 11]. One can also extend this
functionality with more detailed aesthetic measures [1, 18].
However, some people might prefer to keep these shots on
purpose. For such cases, image quality rating functionality
can be manually deactivated.

3.1 Image Alignment
Once the images of the same scene are selected, they are

aligned using an affine transformation between the images.
To align two images, we have used the standard procedure
as follows. 1) SIFT keypoints in the images [10] are found.
2) SIFT descriptor for each detected keypoint is computed.
3) The keypoints between two images are matched. 4) The
affine transformation model is estimated using the standard
RANSAC [2] procedure. The VLFeat implementation has
been widely used in this part of the work [19].

3.2 Canvas Mode
When the images are aligned, images are shown in the

”canvas” mode where one can see the panorama of different
perspectives of individual shots from the same scene. This
panorama is similar to a stitched image mosaic, with all orig-
inal images visible. See Figure 1 for the canvas mode view.
We believe that, this type of visualization is native when we
want to select between multiple photos. We first go through
the images and try to mark the individual differences; and
select the one that best covers the salient regions in the scene
(Buildings, statues, stationary or moving objects/people of
interest).

3.3 Reference Viewpoint Selection

Figure 1: Canvas visualization mode

Figure 2: Selecting between views using the slider.

In the ”canvas” visualization mode, user can interact with
the GUI using a vertical sliding bar to switch between alter-
native viewpoints. At this point one can still observe which
part of the whole canvas the selected single view corresponds
to. Figure 2 shows the individual viewpoint selection for a
three image setup. When one of the views is selected, others
are visualized with a lower (60%) transparency value.

3.4 Spotting the Differences
The selection of the viewpoint defines the reference view;

as seen in Figure 3(a). All the other views are aligned with
respect to the reference view as in Figure 3(b). At this point,
the differences between reference view and all the other im-
ages are computed. This step is performed by a window
based histogram intersection. It satisfies the goal of detect-
ing dissimilarity regions (blobs) between the reference and
corresponding images. The dissimilarity is computed pixel-
wise,

Dr,q(p) =
X

q=1:N

min(hi(p
W
r ), hi(p

W
q )), (1)

where Dr,q(p) corresponds to the dissimilarity of a pixel p
between the reference r and other image q. hi(r) is the ith
bin in an N bin histogram for a selected window size of W .



(a) Reference image (b) Image #2 aligned (c) Pixel dissimilarity (d) Detected blob (e) Merged output

Figure 3: The reference image (a) is selected in the ”canvas” mode, other views are aligned with respect
to the reference. Only one of the other views is shown here on (b). Estimated dissimilarity cost between
reference (a) and source (b) is used to detect blobs. Detected blob is shown in a rectangle for user selection
in (a). As an algorithmic output detected blob is visualized in (d) in red color. Blob shown in (d) is taken
out from the source image(b) and painted on top of the reference image (a). The final output is shown on
(e). Notice the missing flag on the boat at the bottom of the photo

The histogram intersection cost is computed for each pixel
in the image.

The estimated pixel level dissimilarity (Figure 3(c)) is
used to detect the regions where possible interesting dif-
ferences between the aligned images are present. A multi-
level thresholding on the dissimilarity image defines differ-
ent blobs with varying sizes. The blobs that are defined in
the highest threshold are selected as candidate regions and
the final assignment is done using a watershed segmentation
starting from these candidate region seeds. The detected
blob is shown on the image in the red channel in Figure
3(d). Users can click inside this region to change between
alternative paintings.

3.5 Painting the Photo
The detected dissimilarity blob on the image is used to

modify the selected view with the detected region from the
alternative view. When the blob is selected with the mouse,
the corresponding patch from the alternative view is merged
on the reference view. For a seamless modification on the
reference image, the Poisson Image Editing tool [12] is used.
The detected blob from the source image is painted on the
target image. The resulting image is shown in Figure 3(e).

4. RESULTS
Our proposed tool offers user friendly interaction for se-

lecting or creating images from a photo album. Visual re-
sults and ease of interaction supports this argument.

A careful look at the reference and painted images in Fig-
ure 3(a) and Figure 3(e), one can observe that the waves of
the boat in the water are still present in the final painted
image. This is a logical anomaly; however, not a visual
show-stopper for such an application. Moreover, one can
observe the disappearance of the flag of the bigger boat at
the bottom of the final painted image. These artifacts are
mostly due on the blob region segmentation and could be
fixed with further user interaction [16].

As a proof of concept, Figure 4 shows possible modifi-
cations and capabilities of the proposed tool. Figure 4(a)

shows the reference image selected in the canvas mode. Pos-
sible changes on top of the reference images are shown in
Figure 4(b)-4(e). One can remove the foreground object
like in Figure 4(b) as soon as the background is available in
the other images. One can also add additional objects Fig-
ure 4(c) and Figure 4(d) (same in this case) from the other
images.

Additional visual results are provided in a supplementary
video. The graphical user interface, canvas mode, image
selection using the slider, blob detection and image matting
results can be seen in this video.

We have made a limited evaluation of our tool in terms
of usability and output performance. More detailed analysis
with regards to an evaluation metric might propose exten-
sions for our future directions.

A main weakness of the proposed method is that possi-
ble misalignment of the images might cause erroneous blob
regions. Such cases produce dissimilar area candidates; how-
ever this would cause no harm since user is supposed to select
between dissimilar areas. In order to overcome such cases,
we have tried more powerful image matching tools like [9]
and [8]. However, these methods have been discarded due to
performance issues. [9] can create major artifacts in aligned
images and [8] requires very long (20 minutes for a 1200x900
resolution image) computation times; measured with a pow-
erful Intel Xeon 3.4 GHz processor. Therefore the affine
model is utilized for matching images in our photo gallery.

5. CONCLUSION
Our proposed method supplies an easy interface for de-

tecting the differences in multiple images of the same scene.
In contrast to previous methods, this tool enables not only
the best image selection but also a composition of a new
image using patches from different photos. With the canvas
view module, an efficient viewpoint selection is followed by
the dissimilar region identification. With the proposed com-
position capability, one can process commonly used bursts
of photographs to create a single best image.



(a) Reference image

(b) Foreground removal

(c) Image duplication

(d) Image duplication

(e) Even more

Figure 4: (a) Reference image selected in the ”can-
vas” mode (b) Foreground object can be removed
from the image. (c)-(e) One can also add multiple
objects from other images
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