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Abstract

Many objects are naturally symmetric, and this symmetry can be exploited to infer
unseen 3D properties from a single 2D image. Recently, NeRD [26] is proposed for
accurate 3D mirror plane estimation from a single image. Despite the unprecedented ac-
curacy, it relies on large annotated datasets for training and suffers from slow inference.
Here we aim to improve its data and compute efficiency. We do away with the computa-
tionally expensive 4D feature volumes and instead explicitly compute the feature corre-
lation of the pixel correspondences across depth, thus creating a compact 3D volume. We
also design multi-stage spherical convolutions to identify the optimal mirror plane on the
hemisphere, whose inductive bias offers gains in data-efficiency. Experiments on both
synthetic and real-world datasets show the benefit of our proposed changes for improved
data efficiency and inference speed.

1 Introduction
Symmetry exists in nature, in man-made environments, in science and arts. Mirror symmetry,
also known as bilateral or reflection symmetry, is an intrinsic property of many objects, and
it allows infering the entire object from only partial view. This has been shown to be useful
for shape completion [5, 13] and single-view 3D reconstruction [22, 23, 24].

Deep learning approaches have achieved astonishing results on estimating mirror sym-
metries from single-view images, by learning dense features from convolutional networks
instead of relying on local feature matching [5, 18, 26]. In addition to feature learning,
deep networks can incorporate 3D mirror geometry as in NeRD [26], the top-performing
symmetry detection model. However, NeRD [26] builds a computationally 4D feature vol-
umes during learning, resulting in high inference latency. Moreover, its performance also
deteriorates substantially when limited training data is available.

In this paper, we make two improvements over NeRD [26] to increase its data and com-
pute efficiency. Specifically, from learned semantic deep features we calculate a compact 3D
correlation volume for each candidate plane. Correlations measure the similarity between
the features and their mirrored versions, at every location in the featuremap. The optimal
plane is characterized by the highest feature correlation. By adding explicit correlation com-
putation into the model, we bypass the expensive 4D feature volumes in NeRD [26], and
thus substantially speed up the inference. Our second modification is on data-efficiency by
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Figure 1:3D mirror symmetry detection. We identify 3D mirror planes by measuring correlations
between the input and its mirrors over depth. The mirrors are computed by 3D mirror geometry (a) as in
NeRD [26], which localizes the re�ections of a given pixel directly on the image plane (b). We measure
the similarity between a pixel and its mirrors by explicitly calculating correlations which indicate to
what extent a point resembles its correspondences. We also adopt multi-stage spherical convolutions
to localize the optimal plane hierarchically on the hemisphere where all candidate planes are sampled
(c). We improve both data and compute ef�ciency over NeRD [26] by introducing (b) and (c).

exploiting geometric priors [10, 11] where we use spherical convolutions on the hemisphere.
The hemisphere is the space containing all the candidate symmetry planes. Rather than using
a huge fully connected layer as in NeRD to locate the optimal symmetry plane, we make use
of the geometric prior that the shape of the search-space is a hemisphere: We use spherical
convolutions as a prior [11]. These two well-chosen inductive biases, are what contributes to
both the data-ef�ciency and computational ef�ciency of our model. Fig. 1 summarizes our
approach.

Our contributions are: (1) improving the data ef�ciency of NeRD, the top-performing
method on 3D mirror symmetry detection from single images by introducing spherical con-
volutions; (2) reducing the inference latency signi�cantly (� 20), by calculating explicit
correlations; (3) experimentally demonstrating the added-value of our improvements on two
datasets: ShapeNet [2] and Pix3D [19].

2 Related work

Planar symmetry detection. A thorough overview on symmetry detection with focus on
2D symmetries, is given in [12]. Further work expands on this by including other types
of symmetries such as medial-axis-like symmetries and by adding synthetic 3D data [4].
More recently, planar symmetry detection with deep networks achieves competitive results
[3, 16]. However, for planar symmetry detection objects are typically front-facing, greatly
simplifying the task. In addition, planar symmetry does not encode any 3D perspective
information. Here we differ from these works, as we focus on 3D mirror symmetry from
single-view images taken from any perspective.

3D mirror symmetry detection. 3D mirror symmetry is prevalent in both nature and the
man-made environments. There has been excellent research on utilizing geometric trans-
forms for detecting mirror symmetries from 3D inputs [1, 15, 17]. A 3D Hough transform
proves effective at detecting mirror symmetry planes from point clouds, in [1]. Alternatively,
planar re�ective symmetry transform can �nd symmetry planes in 3D volumetric data [15].


