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ABSTRACT
In this technical demonstration we showcasethe MediaMill
system. A search enginethat facilitates accessto newsvideo
archivesat a semantic level. The core of the system is an un-
precedented lexicon of 100 automatically detected semantic
concepts. Based on this lexicon we demonstrate how users
can obtain highly relevant retrieval results using query-by-
concept. In addition, we show how the lexicon of concepts
can be exploited for novel applications using advanced se-
mantic visualizations. Several aspects of the MediaMill sys-
tem are evaluated as part of our TRECVID 2005 e�orts.

Categories and Sub ject Descriptors: H.3.3 Information
Storage and Retrieval: Information Search and Retrieval
General Terms: Algorithms, Experimentation, Performance

Keyw ords: Semantic indexing, video retrieval, information

visualization

1. INTRODUCTION
Despite the emergenceof commercial video search engines,

such as Google [3] and Blinkx [1], multimedia retrieval is
by no means a solved problem. In fact, present day video
search engines rely mainly on text - in the form of closed
captions [3] or transcrib ed speech [1] - for retrieval. This re-
sults in disappointing performance when the visual content
is not re
ected in the associated text. In addition, when
the videos originate from non-English speaking countries,
such as China or The Netherlands, querying the content be-
comes even harder as automatic speech recognition results
are much poorer. For videos from these sources, an ad-
ditional visual analysis potentially yields more robustness.
For e�ectiv e video retrieval there is a need for multimedia
analysis.

In this demonstration we present the MediaMil l system, a
semantic video search engine fueled by multimedia analysis.
The system lets usersinteract at a conceptual level, opposed
to the traditional data level. We improve upon our previous
system [6] in many ways: i.e. novel visual features [2], in-
clusion of camera motion properties, an extended semantic
lexicon, a new browsing interface, support for active learn-
ing, and inclusion of a new archive containing 170 hours
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of news video from English, Chinese, and Arabic sources.
Moreover, all aspects of the system are evaluated on several
tasks of the TRECVID 2005 benchmark [5].

2. THE MEDIAMILL SYSTEM

2.1 SemanticIndexing
The central assumption in our semantic indexing archi-

tecture is that any broadcast video is the result of an au-
thoring process. When we want to extract semantics from
a digital broadcast video this authoring process needs to
be reversed. For authoring-driv en analysis we proposedthe
semantic path�nder, for details see[6].

As an author usesall modalities to convey meaning, the
semantic path�nder starts with multimo dal content analy-
sis. First, it extracts features from the visual [2], textual,
and auditory modalit y. Then the architecture exploits su-
pervised machine learning to automatically label segments
with semantic concepts. In the second analysis step, the
broadcast video is analyzed based on its style properties,
again using supervised machine learning for semantic la-
belling. Finally , semantic concepts are analyzed in context,
with the potential to boost index results further. The virtue
of the semantic path�nder is its abilit y for generic video in-
dexing, by following the optimal path of analysis steps on a
per concept basis.

2.2 SemanticQuerying
We currently index news video archives with an unprece-

dented lexicon of 100 semantic concepts, based on the se-
mantic path�nder architecture. The lexicon contains con-
cepts related to vehicles, sports, objects, and settings, as
well as speci�c personssuch as Hu Jintao and Tony Blair .
Based on the automatically derived indexes users can ex-
plore the video archive using query-by-concept, e.g. retriev-
ing all footage containing people marching. Naturally , users
can also query on combinations of the 100 semantic con-
cepts. Finally , it is also possible to include camera-speci�c
operations in the query, e.g. �nd me all zoom-ins of explo-
sions.

2.3 SemanticVisualizations
Traditional visualizations of video retrieval results are based

on so-called storyboards, which essentially visualize query
results asa grid of key frames. Within the MediaMill system



Figure 1: Seman tic exploration with the MediaMill system. On the left query-b y-concept results for US 
ag,
on top the SphereBro wser, and on the righ t activ e learning using a seman tic cluster-based visualization.

we explore advanced visualizations for novel video retrieval
applications.

We take the lexicon of semantic concepts as a basis. It
attaches to every video shot, represented as a key frame, a
total of 100 concept probabilities. Thus every shot is repre-
sented in a 100-dimensional space. The mapping from this
spaceto 2 dimensionsoptimally preservessemantic relations
between shots, while maintaining visibilit y [4]. Based on
the similarit y basedvisualization user can quickly select the
relevant examples. We exploit this observation for active
learning of novel concepts, beyond the ones already in the
lexicon.

Apart from active learning, we also o�er a novel browsing
environment. It allows to browse a news video in two di-
mensions. The horizontal dimension is the linear temporal
dimension of a news episode. The vertical dimension o�ers
video shots that are conceptually similar to the oneson the
horizontal axis. When traversing with the resulting Sphere-
Browser, users are o�ered a surprising exploration of news
video archives.

3. DEMONSTRATION
Wedemonstrate semantic exploration of newsvideo archives

with the MediaMill system. We will show how a lexicon of
100 concepts can be exploited for e�ectiv e accessto video
at a semantic level. In addition, we will exhibit novel appli-

cations that use the correlation of video shots in semantic
space. Taken together, the search engineprovides userswith
semantic accessto news video archives.
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